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Abstract

Introduced to enable a wider use of Earth Observation images using natural lan-
guage, Remote Sensing Visual Question Answering (RSVQA) remains a challenging
task, in particular for questions related to counting. To address this specific challenge,
we propose a modular Multi-task prompt-RSVQA model based on object detection and
question answering modules. By creating a semantic bottleneck describing the image
and providing a visual answer, our model allows users to assess the visual grounding of
the answer and better interpret the prediction. A set of ablation studies are designed to
consider the contributions of different modules and evaluation metrics are discussed for
a finer-grained assessment. Experiments demonstrate competitive results against litera-
ture baselines and a zero-shot VQA model. In particular, our proposed model predicts
answers for numerical Counting questions that are consistently closer in distance to the
ground truth.

1 Introduction
Earth observation (EO) data has grown significantly over the past decades and, thanks to the
sheer amount of imaging sensors available, has become an important source of knowledge
for monitoring the planet. However, the usability of this information remains restrained by
the technical requirements necessary for its extraction from the raw EO data [26]. Motivated
by this challenge, the task of Remote Sensing Visual Question Answering (RSVQA [19])
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was proposed. Using natural language, the goal of RSVQA is to predict an answer from a
question about an EO image. While the technical principle is similar to that of Visual Ques-
tion Answering (VQA) [2], motivations and end-users differ considerably. With RSVQA,
the goal is to help scientists, decision makers or journalists, who often lack the technical
skills required to run deep learning models, to extract valuable information from EO images.
While accurate predictions are essential, users in RSVQA would benefit from being able to
interpret and judge the answer in the context of the input image as well, and need to under-
stand where the prediction originates from in terms of visual cues. We refer to this concept
as visual grounding, i.e. ensuring that the answer is rooted in the image. An objective of this
work is to orient RSVQA research towards more interpretable systems, where users have a
direct insight on the information used by the model.

To reach this goal, we present a Multi-task prompt-RSVQA model that uses multiple
visual descriptors, in particular object detection, to provide textual context for a BERT-like
language model to answer EO-related questions. As the majority of published RSVQA meth-
ods are framed as a classification task, models have a tendency to learn the most probable or
frequent answers based on the image and question features. We argue that a different strat-
egy and evaluation is needed for numerical questions, in particular counting ones, which are
prevalent and especially challenging in RSVQA datasets. Thus, in addition to the traditional
classification head, a question answering module is used to process counting questions more
reliably, i.e. numerically closer to the ground truths. A question type classifier decides which
head is to be used. We use regression metrics in our evaluations, to keep track of the im-
portance of errors, which is lost in classification settings (e.g. predicting 1 or 100 when the
right answer is 2 has the same penalisation). Finally, we increase interpretability of results
by producing visual response in addition to the textual one. Overall, our experiments show
that the proposed model is competitive with “black-box” models, and able to predict more
reliable answers to counting questions, while providing semantic bottlenecks to interpret the
model predictions.

2 Related works

VQA. Earlier works in VQA achieved the highest performances with Transformer archi-
tectures and self-supervised strategies for large-scale pre-training, allowing the model to
tackle several vision-and-language tasks (VQA, captioning [32], retrieval [5], commonsense
knowledge [4], etc.). In terms of modular strategies, neural module networks [1] was pio-
neer, decomposing the answer prediction into a series of simple actions. Models for zero-shot
predictions have been proposed such as Plug-and-Play VQA [25], where the answer predic-
tion relies on three steps: matching question and image regions, captioning of the selected
regions and a question answering module.

RSVQA. After its initial proposition [19], RSVQA focused on attention mechanisms [36],
fusion strategies [6], and on tackling different levels of complexity via curriculum learn-
ing [33]. Visual transformers are increasingly considered as feature extractor [3] or as a fu-
sion strategy [24]. The concept of describing images with keywords (context) and predicting
answers using a language-only transformer model was investigated in Prompt-RSVQA [8].
However, Prompt-RSVQA was specifically tailored for land cover classification questions
and did not perform well for other question types, in particular those about counting, which
are challenging and frequent in RSVQA datasets [19, 21, 36]. Other works focused on the
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Figure 1: (a), Multitask prompt-RSVQA. The model is split into three steps (image pro-
cessing, question processing and answer prediction) and five modules (objects detection,
LC multi-label classification, question classification, language encoder + classification and
question answering modules). (b-c) Ablation studies in this paper: (b) language encoder
+ classification module only in the answer prediction step (Ablation no QA) and (c) using
object detection only in the image processing step (Ablation no LC)

issue of numerical questions: [18] proposed a multi-head strategy combining classifica-
tion and regression, while [13] integrated an object detection model in the architecture. In
this work, we build upon these recent advances [8, 13, 18] and propose a modular RSVQA
system that first describes the image and then addresses different types of questions in a
multi-task fashion. In particular, object detection and a question answering head are used to
better process counting questions and grounding the answers in the visual modality.

3 Method

Our proposed “Multi-task prompt-RSVQA” first explicitly extracts the content of EO images
using object detection and land cover classification and then transcribes their outputs into a
context paragraph. Depending of the question type predicted by a question module, a spe-
cialised language model comes into play: one classifying question and context into answers
(as in traditional RSVQA) and a second, a NLP question answering module, dealing with
numerical questions by extracting the answer and highlighting it in the context (Figure 1(a)).

The model can be divided into three main steps, detailed in the next sections: (1) First
the image processing step, where useful information (objects or land cover (LC) types), is
extracted from the remote sensing image and transformed into a textual context. This first
step consists of two modules: the objects detection module and the LC multi-label classi-
fication module, detailed in Section 3.1. (2) Secondly, the question processing step, where
a Transformer language model classifies the type of question (Section 3.2). (3) Finally, the
answer prediction step: depending on the question type, a classification module containing
a language encoder, or a question answering module is activated (Section 3.3). While some
of the different modules are fine-tuned individually, the full pipeline is run at inference.
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3.1 Image processing step

Objects detection module. This module uses two object detectors with complementary
categories: an oriented-RCNN [30] (pre-trained on the DOTA [12] and HRSC2016 [17]
datasets) and a Faster-RCNN [22] pre-trained on COCO [15] and fine-tuned on the HRRSD
dataset [35]. Object detectors output a list of detected objects, containing at least: the bound-
ing boxes, the prediction of the object class and its probability score. To build our image
context, we count in the list the number of occurrences detected above a defined probability
threshold (0.3) for each type of object. Then, we create a text variable starting with “This
image contains”, and add one after the other the number of occurrences together with the
object label, separated by commas (see Figure 1). Bounding boxes, not directly used in the
image context, are kept in memory to produce the visual answer.

LC multi-label classification module. We describe LC, a key type of characterization for
EO images, with a multi-label ResNet-18 [14] classifier trained on the multi-label version
of the UCMerced dataset [9], which has 17 classes, such as field, sand, sea, trees, etc. As a
multi-label model, none to several classes can be activated on each image. If at least one class
is activated, we add a new text to the image context initially created by the object detection
module, starting again with “This image contains ”. Then, the label(s) of activated class(es)
are appended one after the other with comma separation (see Figure 1). As we are dealing
with “stuff” rather than “things” here, there is no number of occurrences.

3.2 Question processing step

To determine the type of question, we use a DistilBERT [23] encoder with fully-connected
layers for Text Classification. DistilBERT is a distilled version of BERT [11], a widely used
language model, with only half the number of attention layers (6 instead of 12). As a text
classification task, this model is fine-tuned on RSIVQA to classify questions by their type:
Counting, Presence, Scene and Location. To determine the question type, only the question
text is used. The question is first tokenized (each element is transformed into a numerical
dictionary value). The sequence is fed into DistilBERT: first through a word embedding
step to project the numerical tokens into vector representations, then through the attention
layers. The language encoder outputs a vector of 768 dimensions, that is then sent to a fully-
connected layer to be projected onto a vector of dimension equal to the number of classes,
i.e. the possible question types.

3.3 Answer prediction step

In this step, the question text is combined with the context extracted by the image processing
step described in Section 3.1. Depending on the question type predicted by the question
processing step, either of the modules below is used.

Answer classification module. When the question is considered a classification one (pres-
ence, scene and location), the {question, image context} pair of sequences is inputted to a
Transformer language encoder. Question and context are tokenized together, and separated
by a separation token. We again use DistilBERT and fine-tune it on our task, to output all
possible non-numerical answer classes in the dataset.
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Question answering (QA) module. For numerical questions (counting), the {question,
image context} pair of sequences is fed through a question answering (QA) model, based
on RoBERTa (Robustly Optimized BERT [16]) without any fine-tuning. RoBERTa is an
extension of BERT which is trained on more data for a longer period of time. The QA model
uses extractive question answering: it extracts the answer to the first sequence (question)
from the second sequence (image context) as a text output along with its token position in the
sequence. We rely on the QA model to identify the element the question refers to, and then
focus on and extract only the number of occurrences associated with that element. As the
number of detected objects is explicitly present in the context, the QA model “simply” needs
to reason over both sequences to predict the appropriate answer, as shown in the example of
Figure 1. Because the QA model outputs the token position of the answer as well, it opens
the possibility for users to understand where the language model focused its reasoning, and
for us to produce the visual answer.

4 Experiments

Dataset. Our proposed Multi-Task prompt-RSVQA method is evaluated on the RSIVQA [36]
dataset. This dataset contains remote sensing images and questions generated from the
DOTA [12], SYDNEY [34], UCM [31], HRRSD [35], and AID [29] datasets. Account-
ing for a total of 108′898 samples, questions in the RSIVQA dataset can be grouped into
four categories: Counting (“how many”, numerical answer), e.g., Q: How many planes are
there in this picture? A: 21; Location (“where”, textual answer), e.g., Q: What is the location
of the yellow car in this picture? A: left; Presence (“is there”, yes/no answers), e.g., Q:
Does this picture contain trees? A: yes; and Scene (“what is the scene”, textual answer), e.g.,
Q: What is the theme of this picture? A: port. While the vast majority of the questions are
generated automatically from templates, some samples are manually annotated. Inconsis-
tencies in the answers have been noticed, for example numerical answers written as number
and text (4 vs “four”), use of spacing at the end of the answer or spelling issues. Considering
a classification strategy, these inconsistencies are problematic, as multiple classes can have
the same meaning and thus confuse the model. Consequently, answers have been manually
cleaned. For training and evaluation, data is divided into 80% training, 10% validation, and
10% testing as instructed in [36]. No exact lists of samples are proposed by the authors.

Experimental setup. The oriented-RCNN object detector is loaded with pre-trained
weights on DOTA and HRSC2016 and run at inference. The Faster-RCNN is fine-tuned
on HRRSD from pre-trained weights on COCO. We use a batch size of 16, with a learning
rate of 10−4, during 20 epochs. We consider detected objects with a probability equal or
greater than 0.3, this value was experimentally determined. For the LC multi-label classifi-
cation module, a ResNet-18 is fine-tuned on the multi-label version of the UCMerced dataset
(from pre-trained weights on ImageNet [10]) with a batch size of 16, a learning rate of 10−4,
which stopped after 62 epochs. A threshold of 0.5 is used to consider a class present. We
use three language models: For the question type classification, we use a distilBERT for se-
quence classification, fine-tuning it from the checkpoint distilbert-base-uncased [28] with a
batch size of 64, a learning rate of 10−6 during 10 epochs. For the answer classification, we
use a distilBERT from the pre-trained checkpoint distilbert-base-uncased [28] and fine-tune
it on the non-numerical answers of RSIVQA (respectively with all answers for the ablation
study without the QA module). The last model, roBERTa [16] QA, is used at inference only
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(no fine-tuning). Two ablation studies are proposed: the answer prediction step is reduced
to the classification head only (Figure 1(b)), and/or the image processing step is reduced to
objects detection only (Figure 1(c)). RSVQA models [7, 19] are fine-tuned on the RSIVQA
dataset for 20 epochs, with a 10−5 learning rate and a batch size of 20. The performances of
the RSIVQA model are taken from [36] directly, and are accuracy scores only. As mentioned
before, the exact train/validation/test sets being unpublished, comparisons with the RSIVQA
model should be considered carefully.

Classification metrics evaluation. To evaluate the performance of our classification mod-
els, we use an overall accuracy and type-specific accuracy, allowing us to understand how
well the model is performing on each question type. For Counting questions, the QA module
predicts text as output, as opposed to a class, and thus cannot directly lead to an accuracy
calculation. In order to still produce this metric for comparison, the textual answer is re-
encoded into classes. However, these classes are never directly learned by this model head.

Regression metrics evaluation. As accuracy is ill-suited to evaluate performances of nu-
merical predictions (i.e. penalizes identically all predictions not exactly equal to the targets),
we use two common regression metrics: Root Mean Squared Error (RMSE) and Mean Ab-
solute Error (MAE), that are visually supported by “predictions vs. targets” scatter plots.

5 Results and discussion

We present the results first with the classification metrics, then with the regression met-
rics for counting samples, supported with scatter plots, and finally with the visual response
our model can produce. Results for the question classification in step 3.2 (Section 3.2) are
practically perfect due to the relative simplicity of the language vocabulary (not displayed).
We compare our results against RSVQA models [7, 19, 36], as well as a zero-shot VQA
model [25]. Finally, we analyse the importance of single modules with a series of ablation
studies illustrated in Figure 1(b-c).

Accuracy scores ↑ Overall Counting Presence Scene Location

RSIVQA baseline [36]* 77.39 56.71 92.82 54.50

RSVQA [19] 77.86 52.43 95.60 55.43 23.91
RSVQA-BERT-mutan [7] 77.89 52.52 95.53 54.84 50.00
Plug-and-Play VQA [25] 51.22 24.78 75.43 0.51 0

Ablation no LC, no QA 76.45 64.51 91.42 34.24 52.94
Ablation no LC 69.00 39.11 91.30 33.97 52.94
Ablation no QA 79.52 64.75 93.30 49.89 50.98
Multi-task prompt-RSVQA (our) 72.19 39.15 93.37 50.11 52.94

Table 1: Accuracy scores of our model against ablation studies, baseline architectures, and
a zero-shot VQA model (Plug-and-Play). Italics are used to indicate ill-suited evaluation
metrics, this is, accuracy for generative VQA and counting in our method. *The RSIVQA
model [36] did not differentiate between Scene and Location.
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Classification metrics results. Classification accuracy scores are summarized in Table 1.
Our Multi-task prompt-RSVQA and its variants achieve competitive scores with the RSIVQA
and RSVQA models, despite the semantic bottleneck (the image context) imposed in the ar-
chitecture. This is for all categories except Counting. This is expected since counting ques-
tions are handled by the QA module (text extraction) instead of a classification model. The
adequacy of classification metrics for this module as well as the Plug-and-Play VQA (PnP)
needs to be discussed. PnP is directly transferred from VQA to RSVQA without any adap-
tations, and we test the zero-shot ability of this architecture on the RSIVQA dataset. The
results do not meet the performances of the other models, especially for Scene and Location.
PnP performs better on Counting and Presence, but is still well below classification models.
As a generative model, the predictions consist of text instead of classes. While the answer
prediction can be similar to the ground truth, it is often not exactly identical and thus eval-
uated negatively by classification metrics. Language generative models are rather evaluated
with specific similarity metrics such as BLUE [20] or CIDEr [27]. As it would be irrelevant
to use these metrics on the other RSVQA models performing a classification task, we still
consider accuracy, but insist on handling comparisons carefully. The same argumentation
holds in the case of text extraction performed by the QA module for numerical questions,
motivating further evaluation in a regression setting (see Table 2 below). For reading ease,
we used italics in Table 1 to highlight such edge cases. Our model outperforms all ablation
versions for the other question types, showing that the separation of classification and regres-
sion heads boosts performance for these Presence, Scene and Location answer predictions.

Ablation studies. Diving into the ablation studies performed with our proposed model
(bottom half of Table 1), we discuss the contribution of both the LC module in the image
context, as well as the QA module for the answer prediction of samples of the Counting
question type.

• Regarding the former, in particular for the Scene question type, and the Presence ques-
tion type to a lesser extent, the LC context appears necessary. In these cases, distil-
BERT benefits from an image context containing information about land cover. This
information helps characterizing classes spanning over large areas and unrelated to
specific objects. In remote sensing, LC information can represent a large coverage
of the image, containing very few objects, indistinguishable objects or completely
lacking objects. Thus, this module is a necessary addition to detected objects for the
description of remote sensing images.

• The ablations studies without a QA module consist of a classification-only model,
treating all question types with the same head. In this case, the answer space also
encodes numerical answers and is thus larger. In terms of Presence, Scene and Loca-
tion samples, the accuracy scores are mostly similar to their corresponding multi-head
variants. For Counting samples, the difference is important, which strongly impacts
the overall scores as well. However, as explained, evaluating the text extraction per-
formed by the QA module with an accuracy metric is not adequate as it does not learn
the dataset classes (answers). Thus, rather than being compared to the Multi-task
prompt-RSVQA, these ablations “no QA” should be considered as the classification-
only equivalent of our model and used in comparison with other classification-only
models. As such, it highlights the great improvement in Counting, 8 points compared
to the RSIVQA baseline, of performing an explicit detection of objects.
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8 CHAPPUIS ET AL.: MULTI-TASK PROMPT-RSVQA

Figure 2: Scatter plots of counting predictions against ground truth for the classification-only
Ablation: no QA (left) and our Multi-task prompt-RSVQA model with QA module (right).

Regression metrics results. Table 2 summarizes the error scores for numerical answers of
Counting questions. In the case of our model, these answers are predicted by the RoBERTa
QA module. As metrics, RMSE and MAE allow to go beyond the True/False evaluation of
accuracy and inform on how close predictions are from ground truths as numerical values.

The best results, i.e. the smaller scores, are obtained with our model Multi-task prompt-
RSVQA and its “Ablation no LC”, both showing a considerable improvement on the other
models. The identical scores calculated on the predictions of both experiments (4.26) high-
light the fact that only the object detection part of the context is used by the QA module
to retrieve/predict the answer, i.e. the presence of the LC description does not affect the
results. As the QA module directly extracts the answer from the context, and thus the visual
detector output, an improvement on this module would directly lead to an improvement of
our model’s final predictions.

Plug-and-Play VQA scores are the largest through all experiments (lower RMSE or MAE
is better), which can be explained by two factors: the captions of image sub-parts generated
inside the model’s pipeline are not suitable to account for the number of elements over the
entire image, and/or the captioning model struggles with the bird-eye viewpoint of remote
sensing images and describing its content. Classification-only models (RSVQA baselines,
as well as Ablation no LC, no QA and Ablation no QA) obtain relatively similar scores.

Regression metrics ↓ RMSE (Counting) MAE (Counting)

RSVQA [19] 41.66 6.45
RSVQA-BERT-mutan [7] 40.94 6.24
Plug-and-Play VQA [25] 45.13 7.51

Ablation no LC, no QA 41.98 5.82
Ablation no LC 35.42 4.26
Ablation no QA 41.91 5.74
Multi-task prompt-RSVQA (our) 35.42 4.26

Table 2: Counting regression metrics results. Lower scores are better.
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Figure 3: Two samples with visual answers using Multi-task prompt-RSVQA. In yellow,
both the token position of the answer in the context and its spatial footprint in the image
(bounding boxes) are highlighted.

MAE is distinctly better for the ablation studies, while RMSE is only slightly better for the
RSVQA baselines. This indicates that the ablation studies are often closer to the targets, but
RSVQA baselines tend to predict less outliers, as RMSE is more sensitive to them than MAE.
Generally, a classification framework has the tendency to learn the most probable answer to
a question or type of object, and thus will not adapt well to less conventional situations.

Figure 2 displays predictions against targets for Ablation no QA (left) and Multi-task
prompt-RSVQA (right). In particular, it shows a better alignment of predictions obtained
with the QA module (Multi-task prompt-RSVQA) around the perfect prediction line (red).
While our Multi-task model predicts less frequently the exact counting answer (as seen in
accuracy scores), it is consistently closer to the ground truth. With our model, we argue that
closer predictions give a better information to users than learned frequent classes of a dataset.
The explicit detection of the image content makes the task easier and more transparent for the
language model and leads to better performances. Moreover, it creates a semantic bottleneck,
the context, useful for RSVQA users to interpret the predictions.

Visual answer. Using explicit object detection along with a QA module for the answer
prediction allows to return a visual answer in addition to text for Counting questions. The
QA module outputs the token position of the extracted answer in the context sentence. Using
this information, the object class is identified and their bounding boxes can be plotted on the
input image as exemplified in Figure 3.
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The visual answer is a valuable and desirable feature for practitioners. Indeed, if we were
interested in analyzing images after a natural disaster, a valid question for the model would
be “How many damaged buildings are in this picture?”. The answer would be even more
insightful if we could localize these buildings in the image.

6 Conclusion
We proposed a Multi-task prompt-RSVQA model based on describing the image content
(context) and predicting answers with classification or question answering modules, depend-
ing on the question type. As shown in our experiments, our model improves performances
on Counting questions with numerically closer and more reliable predictions with respect to
the ground truth. This improvement is possible thanks to the explicit detection of the image
content, in particular the presence of objects, and the use of a question answering (QA) mod-
ule for the answer prediction. However, moving away from classification to text extraction
of the answer requires to rethink the evaluation metrics. Thus, for numerical answers, we use
common regression metrics RMSE and MAE to evaluate, along with scatter plots to illustrate
predictions against targets. As a modular model, improvements in the separate modules, in
particular the visual ones, is key for improving performances, thus mitigating the relative
scarcity of annotated data available for large training in RSVQA. Finally, our strategy aims
towards more interpretability in RSVQA and allows to produce a visual answer, grounding
the prediction in the image. Considering the motivations and potential users of RSVQA, this
represents a novel and highly relevant step for the task.
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